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CS8391 DATA STRUCTURES  L T P C 
3 0 0  3 

OBJECTIVES: 

 To understand the concepts of ADTs 

 To Learn linear data structures – lists, stacks, and queues 

 To understand sorting, searching and hashing algorithms 

 To apply Tree and Graph structures 

UNIT I LINEAR DATA STRUCTURES – LIST 9 

Abstract Data Types (ADTs) – List ADT – array-based implementation – linked list implementation 
––singly linked lists- circularly linked lists- doubly-linked lists – applications of lists –Polynomial 
Manipulation – All operations (Insertion, Deletion, Merge, Traversal). 

UNIT II LINEAR DATA STRUCTURES – STACKS, QUEUES 9 

Stack ADT – Operations - Applications - Evaluating arithmetic expressions- Conversion of Infix to 
postfix expression - Queue ADT – Operations - Circular Queue – Priority Queue - deQueue – 
applications of queues. 

UNIT III NON LINEAR DATA STRUCTURES – TREES 9 

Tree ADT – tree traversals - Binary Tree ADT – expression trees – applications of trees – binary 
search tree ADT –Threaded Binary Trees- AVL Trees – B-Tree - B+ Tree - Heap – Applications of 

heap. 

UNIT IV NON LINEAR DATA STRUCTURES - GRAPHS 9 

Definition – Representation of Graph – Types of graph - Breadth-first traversal - Depth-first 
traversal – Topological Sort – Bi-connectivity – Cut vertex – Euler circuits – Applications of graphs. 

UNIT V SEARCHING, SORTING AND HASHING TECHNIQUES 9 

Searching- Linear Search - Binary Search. Sorting - Bubble sort - Selection sort - Insertion sort - 
Shell sort – Radix sort. Hashing- Hash Functions – Separate Chaining – Open Addressing – 
Rehashing – Extendible Hashing. 

 

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Implement abstract data types for linear data structures. 

 Apply the different linear and non-linear data structures to problem solutions. 

 Critically analyze the various sorting algorithms. 

 
 

TEXT BOOKS: 

1. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C”, 2nd Edition, Pearson 
Education,1997. 

2. Reema Thareja, “Data Structures Using C”, Second Edition , Oxford University Press, 2011 
 

REFERENCES: 

1. Thomas H. Cormen, Charles E. Leiserson, Ronald L.Rivest, Clifford Stein, “Introduction to 
Algorithms", Second Edition, Mcgraw Hill, 2002. 

2. Aho, Hopcroft and Ullman, “Data Structures and Algorithms”, Pearson Education,1983. 
3. Stephen G. Kochan, “Programming in C”, 3rd edition, Pearson Education. 
4. Ellis Horowitz, Sartaj Sahni, Susan Anderson-Freed, “Fundamentals of Data Structures in C”, 

Second Edition, University Press, 2008 
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CS8591 COMPUTER NETWORKS L T P C 

  3 0 0 3 

OBJECTIVES: 

• To understand the protocol layering and physical level communication. 
• To analyze the performance of a network. 
• To understand the various components required to build different networks. 
• To learn the functions of network layer and the various routing protocols. 
• To familiarize the functions and protocols of the Transport layer. 

UNIT I INTRODUCTION AND PHYSICAL LAYER 9 

Networks – Network Types – Protocol Layering – TCP/IP Protocol suite – OSI Model – 
Physical Layer: Performance – Transmission media – Switching – Circuit-switched 
Networks – Packet Switching. 

UNIT II DATA-LINK LAYER & MEDIA ACCESS 9 

Introduction – Link-Layer Addressing – DLC Services – Data-Link Layer Protocols – HDLC 
– PPP - Media Access Control - Wired LANs: Ethernet - Wireless LANs – Introduction – 
IEEE 802.11, Bluetooth – Connecting Devices. 

UNIT III NETWORK LAYER 
9
 

Network Layer Services – Packet switching – Performance – IPV4 Addresses – Forwarding 

of IP Packets - Network Layer Protocols: IP, ICMP v4 – Unicast Routing Algorithms – 

Protocols – Multicasting Basics – IPV6 Addressing – IPV6 Protocol. 

UNIT IV TRANSPORT LAYER 9 

Introduction – Transport Layer Protocols – Services – Port Numbers – User Datagram 
Protocol – Transmission Control Protocol – SCTP. 

UNIT V APPLICATION LAYER 9 

WWW and HTTP – FTP – Email –Telnet –SSH – DNS – SNMP.TOTAL : 45 PERIODS 
OUTCOMES: 
On Completion of the course, the students should be able to: 

 Understand the basic layers and its functions in computer networks. 

 Evaluate the performance of a network. 

 Understand the basics of how data flows from one node to another. 

 Analyze and design routing algorithms. 

 Design protocols for various functions in the network. 

 Understand the working of various application layer protocols. 
 

TEXT BOOK: 

1. Behrouz A. Forouzan, Data Communications and Networking, Fifth Edition TMH, 
2013. 

 

REFERENCES 

1. Larry L. Peterson, Bruce S. Davie, Computer Networks: A Systems Approach, Fifth 
Edition, Morgan Kaufmann Publishers Inc., 2012. 

2. William Stallings, Data and Computer Communications, Tenth Edition, Pearson 
Education, 2013. 

3. Nader F. Mir, Computer and Communication Networks, Second Edition, Prentice 
Hall, 2014. 

4. Ying-Dar Lin, Ren-Hung Hwang and Fred Baker, Computer Networks: An Open 
Source Approach, McGraw Hill Publisher, 2011. 

5. James F. Kurose, Keith W. Ross, Computer Networking, A Top-Down Approach 
Featuring the Internet, Sixth Edition, Pearson Education, 2013. 
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CS8601 MOBILE COMPUTING L T P C 
3 0 0 3 

OBJECTIVES: 

 To understand the basic concepts of mobile computing. 

 To learn the basics of mobile telecommunication system . 

 To be familiar with the network layer protocols and Ad-Hoc networks. 

 To know the basis of transport and application layer protocols. 

 To gain knowledge about different mobile platforms and application development. 

UNIT I INTRODUCTION 9 

Introduction to Mobile Computing – Applications of Mobile Computing- Generations of 
Mobile Communication Technologies- Multiplexing – Spread spectrum -MAC Protocols – 
SDMA- TDMA- FDMA- CDMA 

UNIT II MOBILE TELECOMMUNICATION SYSTEM 9 

Introduction to Cellular Systems - GSM – Services & Architecture – Protocols – Connection 
Establishment – Frequency Allocation – Routing – Mobility Management – Security – GPRS- 
UMTS – Architecture – Handover - Security 

UNIT III MOBILE NETWORK LAYER 9 

Mobile IP – DHCP – AdHoc– Proactive protocol-DSDV, Reactive Routing Protocols – DSR, 
AODV , Hybrid routing –ZRP, Multicast Routing- ODMRP, Vehicular Ad Hoc networks 
( VANET) –MANET Vs VANET – Security. 

UNIT IV MOBILE TRANSPORT AND APPLICATION LAYER 9 

Mobile TCP– WAP – Architecture – WDP – WTLS – WTP –WSP – WAE – WTA Architecture 
– WML 

UNIT V MOBILE PLATFORMS AND APPLICATIONS 9 

Mobile Device Operating Systems – Special Constraints & Requirements – Commercial 
Mobile Operating Systems – Software Development Kit: iOS, Android, BlackBerry, Windows 
Phone – MCommerce – Structure – Pros & Cons – Mobile Payment System – Security 
Issues 

TOTAL 45 PERIODS 
OUTCOMES: 
At the end of the course, the students should be able to: 

 Explain the basics of mobile telecommunication systems 

 Illustrate the generations of telecommunication systems in wireless networks 

 Determine the functionality of MAC, network layer and Identify a routing protocol for a 
given Ad hoc network 

 Explain the functionality of Transport and Application layers 

 Develop a mobile application using android/blackberry/ios/Windows SDK 

 
TEXT BOOKS: 

1. Jochen Schiller, “Mobile Communications”, PHI, Second Edition, 2003. 
2. Prasant Kumar Pattnaik, Rajib Mall, “Fundamentals of Mobile Computing”, PHI 

Learning Pvt.Ltd, New Delhi – 2012 
 

REFERENCES 

1. Dharma Prakash Agarval, Qing and An Zeng, "Introduction to Wireless and Mobile 
systems",Thomson Asia Pvt Ltd, 2005. 

2. Uwe Hansmann, Lothar Merk, Martin S. Nicklons and Thomas Stober, “Principles of 
Mobile Computing”, Springer, 2003. 

3. William.C.Y.Lee,“Mobile Cellular Telecommunications-Analog and Digital Systems”, 
Second Edition,TataMcGraw Hill Edition ,2006. 

4. C.K.Toh, “AdHoc Mobile Wireless Networks”, First Edition, Pearson Education, 2002. 
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GE8151 PROBLEM SOLVING AND PYTHON PROGRAMMING L T P C 
3 0 0 3 

OBJECTIVES: 

 To know the basics of algorithmic problem solving

 To read and write simple Python programs.

 To develop Python programs with conditionals and loops.

 To define Python functions and call them.

 To use Python data structures –- lists, tuples, dictionaries.

 To do input/output with files in Python.

UNIT I ALGORITHMIC PROBLEM SOLVING 9 

Algorithms, building blocks of algorithms (statements, state, control flow, functions), notation 
(pseudo code, flow chart, programming language), algorithmic problem solving, simple strategies 
for developing algorithms (iteration, recursion). Illustrative problems: find minimum in a list, insert a 
card in a list of sorted cards, guess an integer number in a range, Towers of Hanoi. 

UNIT II DATA, EXPRESSIONS, STATEMENTS 9 

Python interpreter and interactive mode; values and types: int, float, boolean, string, and list;  
variables, expressions, statements, tuple assignment, precedence of operators, comments; 
modules and functions, function definition and use, flow of execution, parameters and arguments; 
Illustrative programs: exchange the values of two variables, circulate the values of n variables, 
distance between two points. 

UNIT III CONTROL FLOW, FUNCTIONS 9 

Conditionals: Boolean values and operators, conditional (if), alternative (if-else), chained 
conditional (if-elif-else); Iteration: state, while, for, break, continue, pass; Fruitful functions: return 
values, parameters, local and global scope, function composition, recursion; Strings: string slices, 

immutability, string functions and methods, string module; Lists as arrays. Illustrative programs: 
square root, gcd, exponentiation, sum an array of numbers, linear search, binary search. 

UNIT IV LISTS, TUPLES, DICTIONARIES 9 

Lists: list operations, list slices, list methods, list loop, mutability, aliasing, cloning lists, list 
parameters; Tuples: tuple assignment, tuple as return value; Dictionaries: operations and 
methods; advanced list processing - list comprehension; Illustrative programs: selection sort, 
insertion sort, mergesort, histogram. 

UNIT V FILES, MODULES, PACKAGES 9 

Files and exception: text files, reading and writing files, format operator; command line arguments, 
errors and exceptions, handling exceptions, modules, packages; Illustrative programs: word count, 
copy file. 

TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, students will be able to 

 Develop algorithmic solutions to simple computational problems

 Read, write, execute by hand simple Python programs.

 Structure simple Python programs for solving problems.

 Decompose a Python program into functions.

 Represent compound data using Python lists, tuples, dictionaries.

 Read and write data from/to files in Python Programs.
 

TEXT BOOKS: 

1. Allen B. Downey, ``Think Python: How to Think Like a Computer Scientist’’, 2nd edition, 
Updated for Python 3, Shroff/O’Reilly Publishers, 2016 (http://greenteapress.com/wp/think- 
python/) 

2. Guido van Rossum and Fred L. Drake Jr, “An Introduction to Python – Revised and 

http://greenteapress.com/wp/think-
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updated for Python 3.2, Network Theory Ltd., 2011. 

REFERENCES: 

1. John V Guttag, “Introduction to Computation and Programming Using Python’’, Revised 
and expanded Edition, MIT Press , 2013 

2. Robert Sedgewick, Kevin Wayne, Robert Dondero, “Introduction to Programming in 
Python: An Inter-disciplinary Approach, Pearson India Education Services Pvt. Ltd., 2016. 

3. Timothy A. Budd, “Exploring Python”, Mc-Graw Hill Education (India) Private Ltd.,, 2015. 
4. Kenneth A. Lambert, “Fundamentals of Python: First Programs”, CENGAGE Learning, 

2012. 
5. Charles Dierbach, “Introduction to Computer Science using Python: A Computational 

Problem-Solving Focus, Wiley India Edition, 2013. 
6. Paul Gries, Jennifer Campbell and Jason Montojo, “Practical Programming: An Introduction 

to Computer Science using Python 3”, Second edition, Pragmatic Programmers, LLC, 
2013. 
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CS8491 COMPUTER ARCHITECTURE L T P C 
3 0 0 3 

OBJECTIVES: 
• To learn the basic structure and operations of a computer. 
• To learn the arithmetic and logic unit and implementation of fixed-point and floating point 

arithmetic unit. 
• To learn the basics of pipelined execution. 
• To understand parallelism and multi-core processors. 
• To understand the memory hierarchies, cache memories and virtual memories. 
• To learn the different ways of communication with I/O devices. 

UNIT I BASIC STRUCTURE OF A COMPUTER SYSTEM 9 
Functional Units – Basic Operational Concepts – Performance – Instructions: Language of 
the Computer – Operations, Operands – Instruction representation – Logical operations – 
decision making – MIPS Addressing. 

UNIT II ARITHMETIC FOR COMPUTERS 9 

Addition and Subtraction – Multiplication – Division – Floating Point Representation – 
Floating Point Operations – Subword Parallelism 

UNIT III PROCESSOR AND CONTROL UNIT 9 

A Basic MIPS implementation – Building a Datapath – Control Implementation Scheme – 

Pipelining – Pipelined datapath and control – Handling Data Hazards & Control Hazards – 

Exceptions. 

UNIT IV PARALLELISIM 9 
Parallel processing challenges – Flynn’s classification – SISD, MIMD, SIMD, SPMD, and 
Vector Architectures - Hardware multithreading – Multi-core processors and other Shared 
Memory Multiprocessors - Introduction to Graphics Processing Units, Clusters, Warehouse 
Scale Computers and other Message-Passing Multiprocessors. 

UNIT V MEMORY & I/O SYSTEMS 9 
Memory Hierarchy - memory technologies – cache memory – measuring and improving 

cache performance – virtual memory, TLB’s – Accessing I/O Devices – Interrupts – Direct 

Memory Access – Bus structure – Bus operation – Arbitration – Interface circuits - USB. 

TOTAL : 45 PERIODS 
OUTCOMES: 
On Completion of the course, the students should be able to: 

 Understand the basics structure of computers, operations and instructions. 

 Design arithmetic and logic unit. 

 Understand pipelined execution and design control unit. 

 Understand parallel processing architectures. 

 Understand the various memory systems and I/O communication. 
 

TEXT BOOKS: 
1. David A. Patterson and John L. Hennessy, Computer Organization and Design: The 

Hardware/Software Interface, Fifth Edition, Morgan Kaufmann / Elsevier, 2014. 
2. Carl Hamacher, Zvonko Vranesic, Safwat Zaky and Naraig Manjikian, Computer 

Organization and Embedded Systems, Sixth Edition, Tata McGraw Hill, 2012. 
 

REFERENCES: 
1. William Stallings, Computer Organization and Architecture – Designing for 

Performance, Eighth Edition, Pearson Education, 2010. 
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CS8791 CLOUDCOMPUTING LTPC 

3003 
OBJECTIVES: 

 Tounderstandtheconceptof cloud computing. 

 Toappreciatetheevolutionofcloudfromtheexistingtechnologies. 

 Tohaveknowledgeonthevariousissuesincloudcomputing. 

 Tobefamiliarwiththeleadplayersin cloud. 

 Toappreciatetheemergenceofcloudasthenextgenerationcomputingparadigm. 

UNITI INTRODUCTION 9 

Introduction to Cloud Computing – Definition of Cloud – Evolution of Cloud Computing – 
Underlying Principles of Parallel and Distributed Computing – Cloud Characteristics – Elasticity in 
Cloud – On-demand Provisioning. 

UNITII CLOUDENABLINGTECHNOLOGIES 10 

Service Oriented Architecture – REST and Systems of Systems – Web Services – Publish- 
Subscribe Model – Basics of Virtualization – Types of Virtualization – Implementation Levels of 
Virtualization – Virtualization Structures – Tools and Mechanisms – Virtualization of CPU –Memory 
– I/O Devices –Virtualization Support and Disaster Recovery. 

UNITIII CLOUDARCHITECTURE,SERVICESANDSTORAGE 8 

Layered Cloud Architecture Design – NIST Cloud Computing Reference Architecture – Public, 
Private and Hybrid Clouds - laaS – PaaS – SaaS – Architectural Design Challenges – Cloud 
Storage – Storage-as-a-Service – Advantages of Cloud Storage – Cloud Storage Providers – S3. 

UNITIV RESOURCEMANAGEMENTANDSECURITYINCLOUD 10 

Inter Cloud Resource Management – Resource Provisioning and Resource Provisioning Methods 
– Global Exchange of Cloud Resources – Security Overview – Cloud Security Challenges – 
Software-as-a-Service Security – Security Governance – Virtual Machine Security – IAM –Security 
Standards. 

UNITV CLOUDTECHNOLOGIESANDADVANCEMENTS 8 

Hadoop– MapReduce – Virtual Box -- Google App Engine – Programming Environment for Google 
App Engine –– Open Stack –Federation in the Cloud – Four Levels of Federation – Federated 
Services and Applications – Future of Federation. 

TOTAL: 45PERIODS 
OUTCOMES: 
OnCompletionofthecourse,thestudentsshouldbeableto: 

 Articulatethemainconcepts,keytechnologies,strengthsandlimitationsofcloud computing. 

 Learnthekeyandenablingtechnologiesthathelpinthedevelopmentofcloud. 

 Develop the ability to understand and use the architecture of compute and storage cloud, 

service and delivery models. 

 Explainthecoreissuesof cloudcomputingsuchasresourcemanagementand security. 

 Beabletoinstallandusecurrentcloudtechnologies. 

 Evaluateandchoosetheappropriatetechnologies,algorithmsandapproachesfor 

implementation and use of cloud. 

 
TEXTBOOKS: 

1.  KaiHwang,GeoffreyC.Fox,JackG.Dongarra,"DistributedandCloudComputing,From Parallel 
Processing to the Internet of Things", Morgan Kaufmann Publishers, 2012. 

2.  Rittinghouse,JohnW.,andJamesF.Ransome, “CloudComputing:Implementation, Management 
and Security”, CRC Press, 2017. 

1. in Practice)”, O'Reilly, 2009. 
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CS8451 DESIGN AND ANALYSIS OF ALGORITHMS  L T P C 
3 0 0 3 

OBJECTIVES: 

 To understand and apply the algorithm analysis techniques. 

 To critically analyze the efficiency of alternative algorithmic solutions for the same problem 

 To understand different algorithm design techniques. 

 To understand the limitations of Algorithmic power. 

UNIT I INTRODUCTION 9 

Notion of an Algorithm – Fundamentals of Algorithmic Problem Solving – Important Problem Types 
– Fundamentals of the Analysis of Algorithmic Efficiency –Asymptotic Notations and their 
properties. Analysis Framework – Empirical analysis - Mathematical analysis for Recursive and 
Non-recursive algorithms - Visualization 

UNIT II BRUTE FORCE AND DIVIDE-AND-CONQUER 9 

Brute Force – Computing an – String Matching - Closest-Pair and Convex-Hull Problems - 
Exhaustive Search - Travelling Salesman Problem - Knapsack Problem - Assignment problem. 
Divide and Conquer Methodology – Binary Search – Merge sort – Quick sort – Heap Sort - 
Multiplication of Large Integers – Closest-Pair and Convex - Hull Problems. 

UNIT III DYNAMIC PROGRAMMING AND GREEDY TECHNIQUE 9 

Dynamic programming – Principle of optimality - Coin changing problem, Computing a Binomial 

Coefficient – Floyd’s algorithm – Multi stage graph - Optimal Binary Search Trees – Knapsack 
Problem and Memory functions. 

Greedy Technique – Container loading problem - Prim’s algorithm and Kruskal's Algorithm – 0/1 
Knapsack problem, Optimal Merge pattern - Huffman Trees. 

UNIT IV ITERATIVE IMPROVEMENT 9 

The Simplex Method - The Maximum-Flow Problem – Maximum Matching in Bipartite Graphs, 
Stable marriage Problem. 

UNIT V COPING WITH THE LIMITATIONS OF ALGORITHM POWER 9 

Lower - Bound Arguments - P, NP NP- Complete and NP Hard Problems. Backtracking – n-Queen 
problem - Hamiltonian Circuit Problem – Subset Sum Problem. Branch and Bound – LIFO Search 
and FIFO search - Assignment problem – Knapsack Problem – Travelling Salesman Problem - 
Approximation Algorithms for NP-Hard Problems – Travelling Salesman problem – Knapsack 
problem. 

TOTAL: 45 PERIODS 
OUTCOMES: 

At the end of the course, the students should be able to: 

 Design algorithms for various computing problems. 

 Analyze the time and space complexity of algorithms. 

 Critically analyze the different algorithm design techniques for a given problem. 

 Modify existing algorithms to improve efficiency. 

 
TEXT BOOKS: 

1. Anany Levitin, “Introduction to the Design and Analysis of Algorithms”, Third Edition, 
Pearson Education, 2012. 

2. Ellis Horowitz, Sartaj Sahni and Sanguthevar Rajasekaran, Computer Algorithms/ C++, Second 
Edition, Universities Press, 2007. 

 

REFERENCES: 

1. Thomas H.Cormen, Charles E.Leiserson, Ronald L. Rivest and Clifford Stein, “Introduction 
to Algorithms”, Third Edition, PHI Learning Private Limited, 2012. 

2. Alfred V. Aho, John E. Hopcroft and Jeffrey D. Ullman, “Data Structures and Algorithms”, 
Pearson Education, Reprint 2006. 
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CS8792 CRYPTOGRAPHY AND NETWORK SECURITY L T P C 

 
OBJECTIVES: 

 3 0 0 3 

 To understand Cryptography Theories, Algorithms and Systems. 

 To understand necessary Approaches and Techniques to build protection 
mechanisms in order to secure computer networks. 

UNIT I INTRODUCTION 9 

Security trends - Legal, Ethical and Professional Aspects of Security, Need for Security at 
Multiple levels, Security Policies - Model of network security – Security attacks, services and 
mechanisms – OSI security architecture – Classical encryption techniques: substitution 
techniques, transposition techniques, steganography- Foundations of modern cryptography: 
perfect security – information theory – product cryptosystem – cryptanalysis. 

UNIT II SYMMETRIC KEY CRYPTOGRAPHY 9 

MATHEMATICS OF SYMMETRIC KEY CRYPTOGRAPHY: Algebraic structures - Modular 
arithmetic-Euclid‟s  algorithm-  Congruence  and  matrices  -    Groups,  Rings,  Fields-  Finite 
fields- SYMMETRIC KEY CIPHERS: SDES – Block cipher Principles of DES – Strength of 

DES – Differential and linear cryptanalysis - Block cipher design principles – Block cipher 
mode of operation – Evaluation criteria for AES – Advanced Encryption Standard - RC4 –
Key distribution. 

UNIT III PUBLIC KEY CRYPTOGRAPHY 9 

MATHEMATICS OF ASYMMETRIC KEY CRYPTOGRAPHY: Primes – Primality Testing – 
Factorization – Euler’s totient function, Fermat’s and Euler’s Theorem - Chinese Remainder 
Theorem – Exponentiation and logarithm - ASYMMETRIC KEY CIPHERS: RSA 
cryptosystem – Key distribution – Key management – Diffie Hellman key exchange - 
ElGamal cryptosystem – Elliptic curve arithmetic-Elliptic curve cryptography. 

UNIT IV MESSAGE AUTHENTICATION AND INTEGRITY 9 

Authentication requirement – Authentication function – MAC – Hash function – Security of 
hash function and MAC – SHA –Digital signature and authentication protocols – DSS- Entity 
Authentication: Biometrics, Passwords, Challenge Response protocols- Authentication 
applications - Kerberos, X.509 

UNIT V SECURITY PRACTICE AND SYSTEM SECURITY 9 

Electronic Mail security – PGP, S/MIME – IP security – Web Security - SYSTEM 
SECURITY: Intruders – Malicious software – viruses – Firewalls. 

TOTAL 45 PERIODS 
 

OUTCOMES: 
At the end of the course, the student should be able to: 

 Understand the fundamentals of networks security, security architecture, threats and 
vulnerabilities 

 Apply the different cryptographic operations of symmetric cryptographic algorithms 

 Apply the different cryptographic operations of public key cryptography 

 Apply the various Authentication schemes to simulate different applications. 

 Understand various Security practices and System security standards 
 

TEXT BOOK: 

1. William Stallings, Cryptography and Network Security: Principles and Practice, PHI 
3rd Edition, 2006. 

 

REFERENCES: 

1. C K Shyamala, N Harini and Dr. T R Padmanabhan: Cryptography and Network  
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CS8691 ARTIFICIALINTELLIGENCE L T P C 
3 0 0 3 

OBJECTIVES: 

 TounderstandthevariouscharacteristicsofIntelligentagents 

 TolearnthedifferentsearchstrategiesinAI 

 TolearntorepresentknowledgeinsolvingAIproblems 

 Tounderstandthedifferentwaysofdesigningsoftware agents 
 ToknowaboutthevariousapplicationsofAI. 

UNITI INTRODUCTION 9 
Introduction–Definition-FutureofArtificialIntelligence–CharacteristicsofIntelligentAgents– Typical 
Intelligent Agents – Problem Solving Approach to Typical AI problems. 

UNITII PROBLEMSOLVINGMETHODS 9 
Problem solving Methods - Search Strategies- Uninformed - Informed - Heuristics - Local Search 
Algorithms and Optimization Problems - Searching with Partial Observations - Constraint 
Satisfaction Problems – Constraint Propagation - Backtracking Search - Game Playing - Optimal 
Decisions in Games – Alpha - Beta Pruning - Stochastic Games 

UNITIII KNOWLEDGEREPRESENTATION 9 

First Order Predicate Logic – Prolog Programming – Unification – Forward Chaining-Backward 
Chaining – Resolution – Knowledge Representation - Ontological Engineering-Categories and 
Objects – Events - Mental Events and Mental Objects - Reasoning Systems for Categories - 
Reasoning with Default Information 

UNITIV SOFTWAREAGENTS 9 
Architecture for Intelligent Agents – Agent communication – Negotiation and Bargaining – 
Argumentation among Agents – Trust and Reputation in Multi-agent systems. 

UNITV APPLICATIONS 9 

AI applications – Language Models – Information Retrieval- Information Extraction – Natural 
Language Processing - Machine Translation – Speech Recognition – Robot – Hardware – 
Perception – Planning – Moving 

TOTAL:45PERIODS 
OUTCOMES: 
Uponcompletionofthecourse,thestudentswillbeableto: 

 UseappropriatesearchalgorithmsforanyAIproblem 

 Representaproblemusingfirstorderandpredicate logic 

 Providetheaptagentstrategyto solvea givenproblem 

 Designsoftwareagentstosolveaproblem 

 DesignapplicationsforNLPthatuseArtificialIntelligence. 

TEXTBOOKS: 
1 S.RussellandP.Norvig,"ArtificialIntelligence:AModernApproach”,PrenticeHall,Third Edition, 

2009. 

2 I.Bratko,“Prolog:ProgrammingforArtificialIntelligence”,Fourthedition,Addison-Wesley 
Educational Publishers Inc., 2011. 

REFERENCES: 
1. M. Tim Jones, “Artificial Intelligence: A Systems Approach(Computer Science)”, 

Jonesand Bartlett Publishers, Inc.; First Edition, 2008 
2. NilsJ.Nilsson,“TheQuestforArtificialIntelligence”,CambridgeUniversityPress, 2009. 
3. William F. Clocksin and Christopher S. Mellish,” Programming in Prolog: Using the 

ISOStandard”, Fifth Edition, Springer, 2003. 

4. GerhardWeiss,“MultiAgentSystems”,SecondEdition,MITPress, 2013. 
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CS8493 OPERATING SYSTEMS  L T P C 
3 0 0 3 

OBJECTIVES: 

 To understand the basic concepts and functions of operating systems. 

 To understand Processes and Threads 

 To analyze Scheduling algorithms. 

 To understand the concept of Deadlocks. 

 To analyze various memory management schemes. 

 To understand I/O management and File systems. 

 To be familiar with the basics of Linux system and Mobile OS like iOS and Android. 

UNIT I OPERATING SYSTEM OVERVIEW 7 

Computer System Overview-Basic Elements, Instruction Execution, Interrupts, Memory Hierarchy, 
Cache Memory, Direct Memory Access, Multiprocessor and Multicore Organization. Operating 
system overview-objectives and functions, Evolution of Operating System.- Computer System 
Organization Operating System Structure and Operations- System Calls, System Programs, OS 
Generation and System Boot. 

UNIT II PROCESS MANAGEMENT 11 

Processes - Process Concept, Process Scheduling, Operations on Processes, Inter-process 
Communication; CPU Scheduling - Scheduling criteria, Scheduling algorithms, Multiple-processor 
scheduling, Real time scheduling; Threads- Overview, Multithreading models, Threading issues; 
Process Synchronization - The critical-section problem, Synchronization hardware, Mutex locks, 
Semaphores, Classic problems of synchronization, Critical regions, Monitors; Deadlock - System 
model, Deadlock characterization, Methods for handling deadlocks, Deadlock prevention, 
Deadlock avoidance, Deadlock detection, Recovery from deadlock. 

UNIT III STORAGE MANAGEMENT 9 

Main Memory – Background, Swapping, Contiguous Memory Allocation, Paging, Segmentation, 
Segmentation with paging, 32 and 64 bit architecture Examples; Virtual Memory – 
Background,Demand Paging, Page Replacement, Allocation, Thrashing; Allocating Kernel 
Memory, OS Examples. 

UNIT IV        FILE SYSTEMS AND I/O SYSTEMS 9 

Mass Storage system – Overview of Mass Storage Structure, Disk Structure, Disk Scheduling and 
Management, swap space management; File-System Interface - File concept, Access methods, 
Directory Structure, Directory organization, File system mounting, File Sharing and Protection; File 
System Implementation- File System Structure, Directory implementation, Allocation Methods, 
Free Space Management, Efficiency and Performance, Recovery; I/O Systems – I/O Hardware, 
Application I/O interface, Kernel I/O subsystem, Streams, Performance. 

UNIT V         CASE STUDY 9 

Linux System - Design Principles, Kernel Modules, Process Management, Scheduling, Memory 
Management, Input-Output Management, File System, Inter-process Communication; Mobile OS - 
iOS and Android - Architecture and SDK Framework, Media Layer, Services Layer, Core OS 
Layer, File System. 

TOTAL : 45 PERIODS 
OUTCOMES: 
At the end of the course, the students should be able to: 

 Analyze various scheduling algorithms. 

 Understand deadlock, prevention and avoidance algorithms. 

 Compare and contrast various memory management schemes. 

 Understand the functionality of file systems. 

 Perform administrative tasks on Linux Servers. 

 Compare iOS and Android Operating Systems. 
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TEXT BOOK : 

1. Abraham Silberschatz, Peter Baer Galvin and Greg Gagne, “Operating System Concepts”, 
9th Edition, John Wiley and Sons Inc., 2012. 

 

REFERENCES : 

1. Ramaz Elmasri, A. Gil Carrick, David Levine, “Operating Systems – A Spiral Approach”, 
Tata McGraw Hill Edition, 2010. 

2. Achyut S.Godbole, Atul Kahate, “Operating Systems”, McGraw Hill Education, 2016. 
3. Andrew S. Tanenbaum, “Modern Operating Systems”, Second Edition, Pearson 

Education, 2004. 
4. Gary Nutt, “Operating Systems”, Third Edition, Pearson Education, 2004. 
5. Harvey M. Deitel, “Operating Systems”, Third Edition, Pearson Education, 2004. 
6. Daniel P Bovet and Marco Cesati, “Understanding the Linux kernel”, 3rd edition, O’Reilly, 

2005. 
7. Neil Smyth, “iPhone iOS 4 Development Essentials – Xcode”, Fourth Edition, Payload media, 

2011. 
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CS8603 DISTRIBUTEDSYSTEMS LTPC 

3003 
OBJECTIVES: 

 To understandthefoundationsofdistributedsystems. 

 To learn issuesrelated to clock Synchronization and the need forglobal state in distributed 
systems. 

 To learndistributedmutualexclusionanddeadlockdetectionalgorithms. 

 To understandthesignificanceofagreement,faulttoleranceandrecoveryprotocolsin Distributed 
Systems. 

 To learnthecharacteristicsofpeer-to-peeranddistributedsharedmemorysystems. 

UNITI INTRODUCTION 9 
Introduction: Definition –Relation to computer system components –Motivation –Relation to 
parallel systems – Message-passing systems versus shared memory systems –Primitives for 
distributed communication –Synchronous versus asynchronous executions –Design issues and 
challenges. Amodelof distributedcomputations: A distributed program–A modelof distributed 
executions –Models of communication networks –Global state– Cuts–Past and future cones of an 
event –Models of process communications. Logical Time: A framework for a system of logical 

clocks –Scalar time –Vector time– Physical clock synchronization: NTP. 

UNITII MESSAGEORDERING&SNAPSHOTS 9 
Message ordering and group communication: Message ordering paradigms –Asynchronous 

execution with synchronous communication –Synchronous program order on an asynchronous 
system –Group communication – Causal order (CO) - Total order. Global state and snapshot 
recording algorithms: Introduction –System model and definitions –Snapshot algorithms forFIFO 

channels 

UNITIII DISTRIBUTEDMUTEX&DEADLOCK 9 
Distributed mutual exclusion algorithms: Introduction – Preliminaries – Lamport’s algorithm – 

Ricart-Agrawala algorithm – Maekawa’s algorithm – Suzuki–Kasami’s broadcast algorithm. 
Deadlock detection in distributed systems: Introduction – System model – Preliminaries – 

Models of deadlocks – Knapp’s classification –Algorithmsfor the single resource model, the AND 
model and the OR model. 

 
UNITIV RECOVERY&CONSENSUS 9 
 
Checkpointing and rollback recovery: Introduction – Background and definitions – Issues in 

failure recovery – Checkpoint-based recovery – Log-based rollback recovery – Coordinated 
checkpointing algorithm – Algorithm for asynchronous checkpointing and recovery. Consensus 
and agreement algorithms: Problem definition – Overview of results – Agreement in a failure – 

free system– Agreement in synchronous systems with failures. 

UNITV P2P&DISTRIBUTEDSHAREDMEMORY 9 
Peer-to-peercomputingandoverlaygraphs: Introduction – Data indexing andoverlays– Chord – 

Content addressable networks – Tapestry. Distributed shared memory: Abstraction and 

advantages – Memory consistency models –Shared memory Mutual Exclusion. 

TOTAL: 45PERIODS 

OUTCOMES: 
Attheendofthiscourse,thestudentswillbeable to: 

 Elucidatethefoundationsandissuesofdistributedsystems 

 Understandthevarioussynchronizationissuesandglobalstatefordistributed systems. 

 UnderstandtheMutualExclusionandDeadlockdetectionalgorithmsindistributedsystems 

 Describetheagreementprotocolsandfaulttolerancemechanismsindistributed systems. 
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 Describethefeaturesofpeer-to-peeranddistributedsharedmemorysystems 

 
 
TEXTBOOKS: 

1. Kshemkalyani,AjayD.,and MukeshSinghal.Distributed computing:principles,algorithms, and 
systems. Cambridge University Press, 2011. 

2. GeorgeCoulouris,JeanDollimoreandTimKindberg,“DistributedSystemsConceptsand 
Design”, Fifth Edition, Pearson Education, 2012. 

REFERENCES: 

1. Pradeep K Sinha, "Distributed Operating Systems: Concepts and Design", Prentice Hall of 
India, 2007. 

2. MukeshSinghalandNiranjanG.Shivaratri.Advancedconceptsinoperatingsystems. 
McGraw-Hill, Inc., 1994. 

3. TanenbaumA.S.,VanSteenM.,“DistributedSystems:PrinciplesandParadigms”, Pearson 
Education, 2007. 

4. LiuM.L.,“DistributedComputing,PrinciplesandApplications”,PearsonEducation,2004. 
5. NancyALynch,“DistributedAlgorithms”,MorganKaufmanPublishers,USA,2003. 
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